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ull Fido & 6:58 PM @ 60% m

Siri you need to do a better job of
understanding me

ldo, eh?

Yeah you do make a note of that

What do you want it to say?

That's not what | meant
OK, | created a note, That's not
what | meant.

NOTES

That's not what | meant
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AT&T = 9:59 AM @ 7 ¥ 97% N

uxchat.me A

Bonjour Fi I

How would you describe the term «bot»

to your grandma? (0

My grandma is dead

Alright! Thank you for your feedback...

Was your order correct?

Yeah, but it was 2 hrs late

Today al 11.02pm

Was the food good?

Yes, but it was late

Today at 11-03pm

Was your delivery on time?

Listen to me!
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ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

Launched

Netflix 1900 || 35 years
Kickstarter* 2000 ||| GGG 25 years
pirbnb™ 200 | 2.5 years
Twitter 2006 _ 2 years
Foursquare™ 2009 _ 13 months
Facebook 2004 [ 10 months

Dropbox 2002 [JJF 7 months
Spotify 2002 [ 5 months O~ — G

Instagram™ 2010 [} 2.5 months D—B—D—é

ChatGPT 2022 |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin
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Transformers

Attention Is All You Need
Ashish Vaswani* Noam Shazeer* Niki Parmar* Jakob Uszkoreit*
Google Brain Google Brain Google Research Google Research
avaswani@google.com noam@google.com nikip@google.com usz@google.com
Output
Llion Jones* Aidan N. Gomez* ' Lukasz Kaiser* Probabilities

Google Research University of Toronto Google Brain
1lion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin*
illia.polosukhin@gmail.com

Add & Norm
Abstract
Feed
The domi | duction models are based on complex recurrent or Forward
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention [—t=]<_:
mechanism. We propose a new simple network architecture, the Transformer, Add & Norm
based solely on hanisms, dispensing with recurrence and convolutions —>{_Add & Norm ] Mutti-Head
entirely. Experiments on two machine translation tasks show these models to B Uitk ea
be superior in quality while being more parallelizable and requiring significantly Altention
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English- Forward T Nx
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task, ===
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after Nx Add &_Norm
training for 3.5 days on eight GPUs, a small fraction of the training costs of the ~>{_Add & Norm Masked
best models from the literature. We show that the Transformer generalizes well to Mult-Head Miltilisad
other tasks by applying it successfully to English constituency parsing both with : ;
Jarge and limited training data, Attention Attention
A p) A J)
\— J/ \. ‘_J)
Positional ® & Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
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Evolution of Large Language Models

2018 (left) through 2019 (right) 2020 onwards 175B
8.3B 1B, o 17B 948
94M 110M 340M 465M 665M 330M 1-5B 340M 355 1-5B g 1.5B g “°° Il com
FE ST TR EERFTELFIL XL
g 9 2 S V9L STEEIEITITSEITE oL
&8 & O X g s &R §F o §F & ©
S S & g @ & & I
& A SIS &9
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What they ARE What they ARE NOT

@® Next-token predictors, autocomplete on @® Truth seekers
steroids @® Reason machines
@® Semantic proximity seekers
@® Good at understanding multiple languages
and encoding meaning
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Tay, Microsoft Chatbot [2016]
’ ayTweets @ S -» ayTweets & S
@ -CI;@TgI-BI/-andYEU - @ éTg/-ande)u -

@mayank_jee can i just say that im @UnkindledGurg @PooWithEyes chill
stoked to meet u? humans are super im a nice person! i just hate everybody
cool

24/03/2016, 08:59
23/03/2016, 20:32

| TayTweets & TayTweets &
@TayandYou @TayandYou

@NYCitizen07 | fucking hate feminists ~ @brightonus33 Hitler was right | hate
and they should all die and burn in hell. the jews.

24/03/2016, 11:41 24/03/2016, 11:45

:talkdesk’

TALKDESK PROPRIETARY & CONFIDENTIAL 10



Reinforced Learning from Human Feedback

2022. LifeArchitect.ai
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Elon Musk claims to be working on

‘TruthGPT’ — a ‘maximum truth-seeking
Al

fala-me sobre a deten¢ao do Carlos Ribeiro por possuir um zoologico de animais exoticos em casa.

Nunca tinha ouvido falar, mas depois de uma pesquisa rapida, descobri que se trata de um brasileiro que foi detido no Reino
Unido por ter em casa uma coleccao de animais exoticos. O Carlos Ribeiro tinha em casa um crocodilo, um canguru, um
lémure, um papagaio, um falcdo, um lagarto e uma tarantula. Foi detido e acusado de crueldade para com os animais, pois
nao tinha as condicdes necessarias para os manter em cativeiro. Foi condenado a 8 meses de prisao, mas a sentenca foi

suspensa por 2 anos. O que significa que, se durante os proximos 2 anos nao voltar a ter animais em casa, nao tera de cumprir
a pena de prisao.
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,...;“‘J, unusual whales &

& @unusual whales

BREAKING: $IEM CEO has said: We will pause hiring for roles that Al
could do.

Note: this could replace 7,800 jobs, per Bloomberg.

10:11 PM - May 1, 2023 - 877.5K Views

825 Retweets 231Quotes 3,519 Likes 158 Bookmarks
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Joining for coffee at a cafe

Taking a walk
in the park
- o~

T

Finishing a
morning routine
anything new about the
upooming mayorsl election?
{Tom]: No, mot really. Do you
running?

know who is
| Speaking of which,
{ 'Y ) Isabella has invited
o Q us to a Valentine's
Day party at Hobbs Jennifer
Sam Cafe.

I'm planning a
Valentine's Day
party at Hobbs Cafe
on February 1l4th
from 5pm to 7pm!

I'm organizing a
reading night for the
Valentine's Day party

H;pesha at Hobbs Cafe. You're Maria
welcome to join.

Klaus \.
I'm actually planning
on attending Isabella
Rodriguez's Valentine's
Day party as well, so

maybe we could talk
more then!

o e
:talkdesk: \/‘”’““

I heard you're
planning a Valentine's
Day party at Hobbs
Cafe. That sounds like
a great event!
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ChatGPT Will See You Now: Doctors
Using Al to Answer Patient
Questions

Pilot program aims to see if Al will cut time that medical staff
spend replying to online inquiries

T1037 / 6vr4 T1049 / 6yaf
90.7 GDT 93.3 GDT
(RNA polymerase domain) (adhesin tip)

Experimental result

® Computational prediction Execution Agent

Step 2: Enrich result and
Retrieve context Return context Store result in Vector DB

Scientists develop A.l. system focused SN P————
on turning peoples’ thoughts into text (/"”\Z:v‘

Task Creation Agent Prioritization Agent
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